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Abstract. The purpose of this study is to analyze the influence of the shape of the daily illumination profile on
the synchronization of rhythms in the sleep–wake state switching model. Normally, the alternation of sleep and
wakefulness of a person is synchronized with his circadian rhythm and with the 24-hour rhythm of illumination.
There is, however, a lot of experimental evidence of a violation of this synchronism, both in the form of phase
failures (for example, during air travel) and in the form of long-term mismatch of rhythms (for example, during
shift work in production). Mathematical models of the process of switching between sleep and wakefulness also
demonstrate the desynchronization of rhythms and are successfully used to optimize work schedules. At the same
time, the influence of a number of factors on this process has not been sufficiently studied, including the nature
of changes in illumination during the day. Methods. An analysis of the six-dimensional model under study shows
that, in terms of nonlinear dynamics, the problem is reduced to finding and interpreting resonance regions on a
three-dimensional torus. For the specific purposes of our work, it turned out to be convenient to estimate the ratio
of three periods (24 hours, the circadian period, and the current duration of the sleep–wake cycle) by numerically
integrating the model equations on a grid of parameter values using parallel computing technology. The main
result of our work is that the presence of round-the-clock low-intensity illumination (that is, the addition of a zero-
frequency signal to the daily light cycle) causes the circadian rhythm to desynchronize with respect to the daily
one in a significant range of parameters. We have proposed an explanation of this effect based on the structure of
the mathematical model. Conclusion. Our results raise at least two serious questions, the first of which is related
to the physiological interpretation of one of the main variables of the model, sleep homeostasis, and the second is
to refine the assumptions that are used in the model description of the photoreceptor response. In any case, there
are interesting prospects for further research.
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Introduction

In 1982, A.A. Borbeli published the first mathematical model of regulation of the sleep-wake
process [1]. It is known as the «two-process model», later supplemented in the works [2–6].

The first of the two processes is sleep homeostasis. It reflects the need for sleep, which increases
during wakefulness and decreases during sleep [1].

The second process is the circadian process. It is synchronized with the circadian rhythm and affects
the sequence of episodes of sleep and wakefulness. It promotes wakefulness, counteracts the homeostatic
need for daytime sleep and is responsible for consolidating sleep episodes at night [1, 7].

In the mathematical models mentioned above, two processes correspond to two self-oscillating
subsystems («oscillators»), which are influenced by the time of day, behavioral characteristics, nutrition
rhythm, physical activity level and other environmental factors (Zeitgeber). The main factor is the rhythm
of alternating light and darkness [7–9].

Disruptions in the light rhythm can occur during air travel, during shift work in production, in
the service sector, in medicine. Their influence on the condition of employees is extremely important and
therefore has become the subject of intensive study: experimental [10–13] and model [14,15].

The above factors and other unidentified causes may cause a violation of synchronism between
the circadian rhythm and the sleep-wake cycle [16–18]. With such disorders, it is difficult (sometimes
impossible) for a person to maintain a socially normal daily routine and work schedule. This aggravates
the situation with sleep and health [19]. These problems are attributed to disturbances in the circadian
rhythm system, but their exact mechanisms are unknown [20].

The influence of light rhythm phase failures in the above-mentioned works has been well studied.
Less attention is currently paid to non-explicit and more difficult to control characteristics (for example,
the illumination profile during the day). In relation to a single circadian rhythm , this problem was
solved [7, 21]. However, the role of diurnal changes in illumination in the desynchronization of all three
rhythms has not been practically investigated.

In this study, we rely on a specific version of the mathematical model of neural populations (neuron
mass models) proposed in [22]. Like many other system-level models, it was originally built with the aim
of the best quantitative description of experimentally recorded patterns in the language of the level of
activity and the nature of the interaction of physiologically significant blocks — neural nuclei. Thus, in the
work [23] it is shown that a similar type of model, based on the model of Jansen and Rita, can generate
multi-frequency rhythms that are close to real EEG rhythms. And the model presented in [24] is capable
of reproducing EEG data for sleep stages N2 and N3 with high accuracy. The choice of a specific model
for our research is due to the fact that it relies on recent developments of models of this type [25,26] and
reproduces experimental data on the occurrence of the effect of desynchronization between the rhythms
of the body and the circadian rhythm (spontaneous internal desynchrony, SID). In the work [22] it is
shown that the type of nonlinearity used and the selected parameter values provide better compliance
with laboratory studies compared to prototype models.

During the computational experiment, we construct two-parameter diagrams of the values of the
periods of the two rhythms of the model and analyze the obtained dependencies at different levels of
background illumination. The main result of our analysis is that the presence of night illumination
weakly changes the modes in the region of typical parameter selection, but causes significant changes in
the adjacent area of the diagram and may be an important factor in the synchronization of the studied
rhythms. We offer an explanation of the results obtained based on the analysis of the features of the
relationship of the model equations, and also discuss the questions arising in this case on the topic of
physiological interpretation of variables and parameters of the model.

1. Methodology

1.1. Model. In this section we briefly describe the model, which is justified in detail in the
work [22]. In this and other similar models, the processes are described in terms of populations of neurons
and their interactions. The block diagram of the model is shown in Fig. 1 and includes a photoreceptor
activation unit (1), a circadian oscillator (2), neural core switching units (3) and (4), a block sleep
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homeostasis (5) and state-dependent (sleep or wake) connections of elements (6).
Physiologically, the state of sleep or wake is determined by the work of the neural nuclei of the

brain: MA (monoaminergic nuclei, the center of wake) and VLPO (ventrolateral preoptic nucleus of the
hypothalamus, the center of sleep). The activity of these nuclei is described by the average voltage of the
populations of neurons: for the sleep center, this is the variable 𝑉𝑣, and for the wake center — 𝑉𝑚. The
wake state is registered when 𝑉𝑚 exceeds the predefined threshold value 𝑉th. Otherwise, it is assumed
that the system is in a state of sleep. VLPO and MA cores (blocks 3 and 4 in Fig. 1) are interconnected
by inhibitory bonds and form a bistable system that, in the absence of external influence, can remain
in one of two stable states for a long time. Changing states (switching the activity of cores) it is caused
by circadian and homeostatic processes affecting them (modules 2 and 5 in Fig. 1). The activity of the
nuclei is also affected by their lateral connections (signals from other populations of neurons), which in
this version of the model are extremely simplified by the control parameters 𝐴𝑣 and 𝐴𝑚 presented.

The activity level of the nucleus is defined as the average frequency of neuronal excitation 𝑄(𝑉𝑖)
and is described by the sigmoid function of the average voltage of the corresponding population 𝑉𝑖

𝑄(𝑉𝑖) =
𝑄max

1 + 𝑒(Θ−𝑉𝑖)/σ′
, 𝑖 = 𝑚, 𝑣, (1)

where 𝑄max is the maximum possible pulse generation frequency, Θ is the average action potential of a
neuron relative to rest, and σ′π/

√
3 is its standard deviation [25].

The equations describing the activity of the MA and VLPO nuclei have the form:

τ𝑣
𝑑𝑉𝑣

𝑑𝑡
= ν𝑣𝑚𝑄(𝑉𝑚)− 𝑉𝑣 +𝐴𝑣 + ν𝑣𝐻𝐻 + ν𝑣𝐶𝐶(𝑋,𝑌 ), (2)

τ𝑚
𝑑𝑉𝑚

𝑑𝑡
= ν𝑚𝑣𝑄(𝑉𝑣)− 𝑉𝑚 +𝐴𝑚, (3)

where τ𝑣 and τ𝑚 — time constants, 𝑣𝑚𝑣 and 𝑣𝑣𝑚 — parameters of the influence of nuclei on each other,
𝐴𝑣 and 𝐴𝑚 — the parameters mentioned above, representing inputs from other populations of neurons.
The terms ν𝑣𝐻𝐻 and ν𝑣𝐶𝐶(𝑋,𝑌 ) describe the effects of the homeostatic and circadian process.

The homeostatic process 𝐻 (block 5) is completely determined by the activity of the wake center
Q(𝑉𝑚). It is described by the equation:

τ𝐻
𝑑𝐻

𝑑𝑡
= ν𝐻𝑚𝑄(𝑉𝑚)−𝐻, (4)

Fig. 1. The structure of the mathematical model: 1 — the level of photoreceptor activation (variable 𝑃 ) depends
on the incoming light and the current state of the system 𝑆; 2 — circadian rhythm generator (variables 𝑋, 𝑌 );
3 — “sleep center”, ventrolateral preoptic nucleus of the hypothalamus (VLPO), variable 𝑉𝑣; 4 — “wake center”,
monoaminergic nuclei (MA), variable 𝑉𝑚; 5 — homeostatic process, variable 𝐻; 6 — threshold filtering procedure
maps sleep and wake states to 𝑆 = 0 and 𝑆 = 1, respectively
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where τ𝐻 is the time constant of the homeostatic process, and ν𝐻𝑚 sets the impact force from MA.
The circadian process 𝐶 (block 2) has the form of quasi-harmonic oscillations and is generated by

an self-oscillatory subsystem of two equations for the variables 𝑋 and 𝑌

τ𝑥
𝑑𝑋

𝑑𝑡
= 𝑌 + γ

(︂
1

3
𝑋 +

4

3
𝑋3 − 256

105
𝑋7

)︂
+ 𝐶𝑋𝑛 + 𝐶𝑋𝑝, (5)

τ𝑦
𝑑𝑌

𝑑𝑡
= −

(︂
δ
τc

)︂2

𝑋 + 𝐶𝑌 𝑝, (6)

where τ𝑥, τ𝑦 — time constants that set the period of the oscillator, γ — parameter controlling the shape
of the oscillations, τc and δ — parameters entered to coordinate with experimental data [27]. A specific
form of the nonlinear function 𝐶(𝑋,𝑌 ) is proposed in [22] to better match the experimental data.

Empirically selected nonlinear functions 𝐶𝑋𝑝, 𝐶𝑌 𝑝 and 𝐶𝑋𝑛 determine the influence of light and
other environmental factors that attract biological rhythms to a 24-hour daily rhythm.

The effect of the circadian oscillator on the activity of the VLPO core is given in the equation (2)
using the function

𝐶(𝑋,𝑌 ) = 0.1
(𝑋 + 1)

2
+

(︂
𝑐1𝑋 − 𝑐2𝑌 + 𝑐3

𝑋 + 2

)︂2
, (7)

where the strength of the circadian effect is expressed by the parameter 𝑣𝑣𝐶 , and the shape is regulated
by the parameters 𝑐1, 𝑐2 and 𝑐3.

The light -independent effects on the circadian oscillator by the homeostatic oscillator are given
by the following relations:

𝐶𝑋𝑛 = ν𝑋𝑛

(︂
1

3
− (1− 𝑆)

)︂
(1− tanh(𝑟𝑋)), (8)

𝑆 = 𝑈(𝑉𝑚 − 𝑉th), (9)

where ν𝑋𝑛 is a parameter characterizing the coupling strength of factors unrelated to light, and the
constant 𝑟 makes the effect dependent on the phase of the circadian oscillator. The system state function
𝑆 is expressed in terms of a step function 𝑈 , which takes a single value when 𝑉𝑚 − 𝑉th>0 (the system
«does not sleep»), or zero, when 𝑉𝑚 − 𝑉th ⩽ 0 (the system «sleeps»).

The light-dependent effect on the circadian oscillator is set using the functions 𝐶𝑋𝑝 and 𝐶𝑌 𝑝 for
each of the oscillator variables

𝐶𝑋𝑝 = ν𝑋𝑝α𝐼(1− 𝑃 )(1− ε𝑋)(1− ε𝑌 ), (10)

𝐶𝑌 𝑝 = α𝐼(1− 𝑃 )(1− ε𝑋)(1− ε𝑌 )(ν𝑌 𝑌 𝑌 − ν𝑌 𝑋𝑋). (11)

The parameters ν𝑌 𝑌 and ν𝑌 𝑋 make the effect dependent on the current phase of the circadian oscillator,
and ε sets the degree of sensitivity of the light component to circadian variables.

Physiologically, the effect of light on the circadian system is carried out through ganglial cells
(photoreceptors) on the retina of the eyes [28, 29]. In the model, the activity of photoreceptors is
represented by the variable 𝑃 and is expressed by the following equations:

τ𝑃
𝑃

𝑑𝑡
= α𝐼(1− 𝑃 )− β𝑃, (12)

α𝐼 = α0𝑆
𝐼(𝑡)

𝐼(𝑡) + 𝐼1

√︃
𝐼(𝑡)

𝐼0
. (13)
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The proportion of photoreceptors ready for activation is (1 − 𝑃 ). They become active at the rate of
α𝐼 and are spontaneously deactivated at the rate of β. The parameters α0, 𝐼0, 𝐼1 set the dependence of
photoreceptor activity on the current light intensity 𝐼(𝑡), τ𝑝 — activation time constant. The presence of
the state of the system 𝑆 in the equation (13) makes the light signal significant only in the wake state
(eyes are open).

1.2. Light profile. The daily illumination profile 𝐼(𝑡) in real conditions can have a variety of
forms depending on geographical latitude, weather events, etc. In an urban environment, it is largely
determined by social factors (work schedule). Taking into account artificial lighting, it can be presented
in the form of a sequential change of day and night lighting. This corresponds to a signal of the type
«meander» (Fig. 2). Control parameters of the model 𝐼amb and 𝐼ext set the level of background illumination
and the scope of the main signal. It can be seen from the figure that the presence of background
illumination raises the entire signal, but does not change its shape, and increases the amplitude of the
constant component in the spectrum. But such changes can dramatically change the dynamic mode of
the system as a whole.

Fig. 2. Light diurnal profile in the form of a meander with a peak intensity 𝐼ext = 500 lx (a) and its amplitude
Fourier spectrum (b). The red dotted line illustrates the changes in the presence of background illumination
with an intensity 𝐼amb = 100 lx. The bar at the top of the panel shows the transition between sleep (gray) and
wakefulness (yellow) for a typical choice of control parameters (color online)

1.3. Computational method. To estimate the period of each of the two internal rhythms
of the system, its numerical integration was performed with the same initial conditions, but different
combinations of control parameters. It was believed that the establishment period takes no more than 1000
hours of model time. In the next 1000 hours, the average values of the period of the circadian oscillator
𝑇c for the temporary realization of the variable 𝑋 and the period of the sleep-wake rhythm 𝑇s for the
temporary realization of the variable 𝑉𝑚 were calculated. This procedure was performed independently
for each combination of control parameters τ𝐻 and 𝐼ext. To speed up calculations, all combinations of
parameters were processed simultaneously using the parallel computing method on GPUs. The analysis
of the current regime was based on the ratio of the periods of three rhythms: the daily rhythm with a
period of strictly 24 hours, the circadian rhythm with a period of 𝑇c and the homeostatic rhythm with a
period of 𝑇s.

Two different programs were used to integrate the equations. The first (in the Octave environment
using the lsode function and double-precision variables) was considered the reference. The second program
(in the NVIDIA CUDA development environment) was used to calculate two-parameter diagrams. It used
a variation of the 4-order Runge-Kutta method with a fixed step (ℎ = 0.001 h), adapted for solving both
ordinary and stochastic differential equations [30–32]. There were no significant discrepancies in the
calculation results of the two programs indicated.

1.4. Values of control parameters. We relied on a set of control parameters from [22]. The
main part of them was selected from the point of view of quantitative compliance with experimental
data. We considered them constants. Freely variable parameters can be considered the parameters of the
intensity of light exposure 𝐼amb, 𝐼ext, as well as the parameter τ𝐻 . Its physiological meaning and role in
the model are clear, but a reasonable quantitative assessment is difficult. Below are the values of those
parameters that were considered constants: 𝑄max = 100 Hz; Θ = 10 mV; σ′ = 3 mV; τ𝑣 = τ𝑚 = 50/3600 h;
ν𝑣𝑚 = −2.1/3600 mV·h; ν𝑚𝑣 = −1.8/3600 mV·h; 𝐴𝑣 = −10.3 mV; 𝐴𝑚 = 1.3 mV; 𝑉th = −2 mV;
ν𝑣𝐻 = 1 mV; ν𝑣𝐶 = −0.5 mV; τ𝐻 = 59 h; ν𝐻𝑚 = 4.57/3600 h; τ𝑥 = τ𝑦 = 24/(2π) h; γ = 0.13;
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τc = 24.2 h; δ = 24.2/0.99729 h; 𝑐1 = 0.838; 𝑐2 = 0.676; 𝑐3 = 1.136; ν𝑋𝑛 = 0.032; 𝑟 = 10 h; ν𝑋𝑝 = 37;
ν𝑌 𝑌 = 12.33/60 h; ν𝑌 𝑋 = 20.35/60 h; ε = 0.4; β = 0.007/60 Hz; α0 = 0.1/60 Hz; 𝐼0 = 9500 lx;
𝐼1 = 100 lx; τ𝑝 = 1/3600 h.

2. Results

When studying the dynamics of the sleep-wake cycle, it is customary to present the results of
calculations or measurements in the form of diagrams. In Fig. 3, a and b time is deferred on both axes,
in hours horizontally and days vertically.

Alternating periods of sleep and wakefulness are highlighted with a color fill. Red and green labels
indicate the position of the main biological markers: the minimum internal body temperature (green
triangles) and the peak of melatonin in plasma (red squares). Using such diagrams, it is easy to diagnose
the absence (panel a) or the presence (panel b) of synchronicity of processes in relation to the circadian
rhythm. The horizontal shift and «jump» of zones and markers is clearly visible on the a panel.

In this paper, we use a more traditional approach: we compare the periods of two self-oscillating
subsystems of the model calculated over a sufficiently long period of time. In Fig. 3, c such dependencies

Fig. 3. a, b — Representation of the model dynamics in the form of daily diagrams in the absence of constant
illumination and various levels of daylight illumination 𝐼ext: 10 lx (a), 200 lx (b). The values of other parameters
are given in the section 1.4. Purple shading corresponds to sleep intervals, yellow — to waking intervals. Red
markers show the phase of the circadian rhythm. Panel c is single parameter diagram of dependence of the
periods of the circadian rhythm (𝑇c) and the sleep–wake cycle (𝑇s) on the degree of daylight 𝐼ext at τ𝐻 = 58.0
(color online)
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are given for τ𝐻 = 58.0. In the right part of the graph (letter A), both curves coincide and lie at the
level of 24 hours. That is, both internal rhythms of the system are synchronized with the light circadian
rhythm, 𝑇s = 𝑇c = 24.0 hours. This is a physiologically normal mode, which is implemented with a
typical choice of parameters. At lower light levels, in the region C, both periods are different from the
daily period of 24 hours, but synchronized with each other, 𝑇c = 𝑇s. Finally, in the region D, at low levels
of daylight intensity 𝐼ext, all three periods are different, 𝑇c = 23.2 . . . 23.5 hours, and 𝑇s decreases with
decreasing 𝐼ext.

In Fig. 4 the values of the circadian period 𝑇c are given already on the plane of two control
parameters τ𝐻 and 𝐼ext for different values of background illumination 𝐼amb. The analysis of such diagrams
allows us to identify three modes (regions A, C, D) and another mode (region B), where the period of
the circadian rhythm is 𝑇c within the accuracy of calculations, it is equal to 24.0 hours, and 𝑇s has
significantly lower values, about 18 hours.

The splitting of the parameter plane described above has a clear interpretation from the point
of view of synchronization theory [33, 34]. So, the region A corresponds to the main region (24 : 𝑇c :
𝑇s = 1 : 1 : 1) of synchronization of three rhythms, where the values of all three periods are the same.
The regions B and C are partial synchronization zones where 2 of the 3 frequencies coincide, and the
resulting oscillatory mode is two-frequency quasi-periodic oscillations. The region D corresponds to a
completely non-synchronous behavior when all three rhythms have different periods. In the work [35], a
similar hierarchy of the degree of synchronicity is shown by the example of the simplest model system.
In the framework of this work, we do not consider resonances of the form (1 : 1 : 𝑛), 𝑛 = 1, 2, 3.., which
are located in the region τ𝐻 < 50. In this study, we are interested in the region B, or rather, the effect
we found of its disappearance with an increase in the intensity of the background illumination 𝐼amb.

Panel a fig. 4 corresponds to fig. 3. but for better visualization, a different vertical scale is selected
for the value 𝑇c, from 23 to 24.5 hours. At the same time, the values of 𝑇s in the region B and D are not
displayed, but the behavior of 𝑇c can be seen in more detail. The intensity of the background illumination
𝐼amb in Fig. 4 increases from top to bottom and is 0, 25 and 50 lx for panels a, b and c. Comparing panels
allows you to see the influence of background illumination in dynamics: with its increase, numerous zones
of weak resonances and transitions between them are smoothed out, the area of full synchronization A
decreases in size, but most importantly — at 𝐼amb = 50 lx (c) completely disappears region B! Thus, the
addition of a constant component, that is, a zero-frequency signal, significantly affects the picture of the
interaction of the three rhythms in the system under study.

The high sensitivity of the process of switching between sleep and wakefulness to excessive lighting
at night is known to physiologists and has been studied experimentally [36].

For additional information, one-parameter dependences of the values 𝑇c and 𝑇s on the intensity of
daylight 𝐼ext were constructed (Fig. 5).

The dependence of 𝑇s on 𝐼ext changes little in the presence of background illumination, there is no
unambiguous trend. At the same time, the graph for 𝑇c, in all cases located between 𝑇s and the value of
24 hours, monotonically shifts towards 𝑇s. The black, blue and red curves correspond to the background
illumination of 𝐼amb at 0, 25 and 50 lx, respectively. This can be interpreted in two ways: either as a
weakening of the synchronizing action on the part of the 24-hour rhythm, or as an increase in the action
on the part of the sleep-wake rhythm.

The task of this work was to offer a nonlinear-dynamic, rather than a physiological explanation of
the effects found. Therefore, in his search, the features of the model equations (1)–(13) were analyzed,
which can lead to the effects we found.

The first hypothesis tested was related to the possible contribution of the nonlinear photoreceptor
activation function (13). It turned out that in the studied range of parameter values, the presence of
background illumination is very insignificant (less than 5%) and changes the ratio of the amplitudes
of the constant component and the amplitudes of harmonics in the spectrum of the signal converted
according to (13). Additional calculations, in which various waveforms were tested, showed that the
structure of the diagrams rather weakly depends on the change in the ratio of the amplitudes of their
harmonics.

However, testing of various forms of the daytime profile suggested a possible mechanism of action
of background illumination, which manifests itself most strongly for a signal in the form of a meander.
In Fig. 2 at the top of the panel a color gradation shows the change of waking states (yellow) and sleep
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Fig. 4. The values of the circadian period 𝑇c on the plane of the control parameters τ𝐻 and 𝐼ext for different values
of the background illumination intensity 𝐼amb = 0, 25, 50 lx for panels a, b and c respectively. Dashed lines and
letters A, B, C, D delimit the regions of modes of varying degrees of synchronicity, see text (color online)
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Fig. 5. Dependence of 𝑇c and 𝑇s on daylight intensity 𝐼ext for τ𝐻 = 52.0 (color online)

(gray) for the region A in Fig. 4. In the expression (13), this dependence is included as a multiplication
by the current state of the system 𝑆. The phases of the signals correspond to a typical steady-state mode.
In the absence of illumination (blue curve) during sleep, when 𝑆 = 0, the light signal is also zero, and
their multiplication in the expression (13) does not change either the shape or the spectral composition
of the effect on the circadian oscillator. In the presence of night illumination, its multiplication with 𝑆
generates an oscillatory component α𝐼 , which in frequency and phase duplicates the process of switching
between sleep and wakefulness. This is qualitatively equivalent to an increase in the degree of influence
on the circadian oscillator, originally laid down in the ratio (8). As the background illumination of 𝐼amb

increases, this additional synchronizing effect on 𝑇c increases and counteracts the synchronization of the
circadian rhythm with the daily one.

Additional calculations with various forms of the light profile confirmed that the region of partial
synchronization B decreases or disappears altogether for those signals that have a region of non-zero
values during sleep periods. The exclusion of the value 𝑆 from the ratio (13) significantly expands the
area of synchronicity of the circadian rhythm with the daily 24-hour cycle and significantly weakens its
dependence on the parameter τ𝐻 .

Conclusion

We investigated how the shape of the light profile signal affects the synchronicity of the daily
24-hour cycle, circadian rhythm and the process of changing sleep-wake states in a mathematical model
that was previously published in [22] as the most accurately reproducing experimental data.

The main result of our work is that the presence of low-intensity illumination around the clock (the
addition of a zero-frequency signal to the signal of the daily light cycle) causes a desynchronization of the
circadian rhythm relative to the daily one in a significant range of parameters. An increase in the intensity
of background illumination (from 0 to 50 lx) leads to a decrease in size and complete disappearance of
the partially synchronous mode area, within which the circadian rhythm is synchronized with the daily
24-hour rhythm.

We have proposed an explanation of this effect based on the structure of a mathematical model.
This effect of night illumination is a consequence of the assumption that photoreceptors are insensitive
to light during sleep. Mathematically, this is implemented as strobing the light signal with the sleep-wake
rhythm, therefore, in certain situations it leads to a mode competition type effect — the amplification of
the action of the homeostatic oscillator is not able to synchronize the circadian oscillator, but it is enough
to «detach» circadian oscillations from the 24-hour daily cycle.

Our results raise at least two serious questions. The first question is related to the physiological
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interpretation of sleep homeostasis, or rather, to the additional justification of the parameter τ𝐻 , which
turns out to be critically important for synchronizing rhythms, as we have already noted in [37]. The
second question is related to clarifying the assumptions used in the model description of the reaction
of photoreceptors. The assumption of their complete insensitivity to light during sleep is a strong
simplification of the situation. In any case, there are interesting prospects for further improvement of
the model.
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