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ИНФОРМАЦИОННАЯ ДИНАМИКА НЕЙРОНОВ! 

М.И. Рабинович 

Формулируются первоочередные проблемы «взаимодействия динамики и 
информации» в биологических — нейронных — системах, обсуждаются — новые 
экспериментальные результаты. 

1. Общие положения 

1.1. Сегодня, после ста лет интенсивных исследований болыших и малых 
нервных систем [1,2], ни у экспериментаторов, ни у теоретиков не возникает 
сомнения, что функциональные элементы, обрабатывающие информацию об 
окружающей среде и определяющие поведение живого организма — это нейроны и 
связывающие их синапсы. Причем из самых общих наблюдений можно сделать 
вывод, что болышинство нейронов и нейронных ансамблей, обрабатывающих 
информанию, следует рассматривать как динамические системы. 
Экспериментальные данные показывают, что, как правило: а) реакция нейрона или 
группы нейронов на входную информацию воспроизводима (то есть при 
повторении эксперимента нейроны продуцируют повторяющуюся наблюдаемую); 
6) функционирование нейронов слабо чувствительно K наличию флуктуаций; и, B 
то же время, в) качественное изменение входной информации качественно меняет 
отклик. Учитывая это, естественно предположить, что динамическая модель 
нейронов ¥ нейронных ансамблей должна  удовлетворять — определенным 
требованиям. Ввиду того, что реакция системы на нповторяющийся стимул 
воспроизводится, модель должна быть сильнодиссипативной (при  этом 
информация о случайных начальных условиях будет быстро забываться). 
НПоскольку временной отклик нейрона или группы нейронов на сигнал устойчив K 
действию флуктуаций, естественно предположить, что траектория (B фазовом 
пространстве модели), описывающая этот отклик, должна иметь достаточно 
большую область притяжения. В то же время, для того чтобы диссипативная 
система была в состоянии различать близкие сигналы (воздействия), она должна 
быть неравновесной и сильнонелинейной и достаточно сложной, то есть 
описываться достаточно большим числом переменных. 

Как подобные динамические системы или, более конкретно, нейроны и 
нейронные группы кодируют информацию, которой обмениваются друг с другом? 

1 Данная статья является кратким конснектом лекции, прочитанной автором на 
Международном семинаре «Информационные аспекты нелинейной динамики» в Нижегородском 
университете 10 июля 2000 г.



Каким образом динамика сложной нейронной системы связана с представлением и 
обработкой информации об окружающей среде? Насколько вообще важна 
временная компонента B кодировании сенсорной информации, например, о запахе? 
Полные ответы на эти вопросы в настоящее время отсутствуют, однако уже 
имеющиеся результаты достаточно интересны сами IO себе и кроме того 

ПОЗВОЛЯЮТ СфОРЬ{УЛИРОВЭ.ТЬ некоторые гипотезы и определяют постановку новых 

экспериментов. 

1.2. Если сенсорную информацию рассматривать как «вход», а, например, 
поведение организма как «выход», то с информационной точки зрения нервная 
система, как кажется, ничем не отличается от искусственных систем передачи и 
обработки — информации. ‘традиционно  рассматриваемых B теории — связи, 
радиотехнике и тёеории  управления  [3-5]. ФОднако  описание — «живых 
информационных систем» лишь с помощью анализа соотношения «вход-Ввыход» 
оказывается зачастую малосодержательным. В искусственных системах заранее 
известно, каким способом записана или закодирована информация. В живых 
нейронных системах это не так. Мы можем только догадываться о TOM, что такое 
нейронный код, как устроено кодирующее пространство и на каких этапах 
обработки и декодирования информации осуществляется перевод с одного языка 
на другой (то есть переход из одного кодирующего пространства в другое). 

Вообще, кодирование сенсорной информации и ее преобразование из одного 
представления B другое, как и обучение, запоминание и распознавание информации 
— все это динамические процессы. Пругими словами — это «жизнь» нелинейной 
диссипативной системы (нейронов или нейронных групп) под действием сигналов 
извне. Выходной сигнал, продуцируемый нейроном, есть результат нерестройки 
динамики нейрона под действием входа, и даже в простейшей «нервной системе» 

(один нейрон) невозможно установить однозначные соотношения типа «вход- 
выход». Пример — отклик нейрона, генерирующего в автономном режиме 
периодическую — последовательность — потенциалов — действия — (спайков), на 
периодический входной сигнал. В зависимости от параметров (например, 
концентрации нейромедиаторов) реакция нейрона может быть различной и весьма 
неожиданной в TOM числе. Допустим, что в автономном режиме нейрон 
описывается простой моделью с релаксационным предельным циклом, например, 
уравнением Ван дер Поля — Дуффинга. Под действием периодического сигнала 
такой нейрон способен генерировать: (1) периодическую последовательность 
спайков,  синхронизованную  внешним — сигналом; (2) квазипериодическую 
последовательность; (3) сложные последовательности, отвечающие резонансам 
типа pfi=qf., где fi и f. соответственно частоты собственных колебаний и сигнала 
(p,q — пелые числа); и, наконец, (4) хаотические колебания, образом которых B 
фазовом пространстве служит странный аттрактор. 

С информационной точки зрения последний тип неавтономного поведения 
нейрона особенно нетривиален и интересен. Это ситуация, когда нейрон создает 
новую информацию. Величина этой информации известным образом связана с 
энтропией генерируемого хаотического сигнала (cM., например, [6]). Кажется 
очевидным, что описание такой информационной системы C помощЬьЮю 

соотвошений «вход-выход» представляется неадекватным. 
Ситуация еще более усложняется, когда речь идет о нейронных ансамблях 

даже с неболышим числом элементов. Помимо потенциальной сложности отклика 
индивидуального — нейрона — здесь — становится — принципиальной — сложность 
организации нейронной сети. Уже для простого ансамбля с десятком нейронов на 
входе и десятком нейронов на выходе число комбинаций состояний выходных 
нейронов, как функции состояния входных, столь велико, что даже неполное их 
описание на языке «вход—-выход» выглядит бессмысленным (см. [7]). 

1.3. Благодаря динамическому, а не алгебраическому, поведению нейронов и 
сложной организации нейронных ансамблей, ключевую роль в процессах 
восприятия ¥ обработки  информации — нейронными — системами — играют



кооперативная динамика переменных, определяющих индивидуальное поведение 

нейрона (это, в частности, различные ионные токи) и кооперативная динамика 
нейронов в ансамбле, Таким образом, B построении теории информационных 
процессов в нейронных системах на первый план выступают обнаружение и 
осознание динамических принципов, заложенных природой в поведение нейронных 
систем. 

2. Динамическое восстановление «потерянной» 
информации в минимальных ансамблях [8] 

Согласно традиционной точке зрения нейронный код — это модуляция 
последовательности генерируемых нейроном спайков. Всякая ли модуляция 
последовательности спайков содержательна с информационной точки зрения 
(возможна модуляция амплитуды спайков, их формы и т.п.)? Считается, что 
информация кодируется либо изменением числа спайков в единицу времени, либо 
изменением межспайковых интервалов. Другими словами, всякая информация, 
которая записана не во временной последовательности спайков, а как-то по— 
иному, считается потерянной для последующей обработки [9]. Тот факт, что 
амплитуды спайков, как правило, постоянны, а их форма универсальна, 
поддерживает подобную «алгебраическую» точку зрения. При этом «за бортом» 
соответствующей теории естественным образом остаются вопросы типа: какая 
часть информации, записанной во временном распределении спайков, переходит в 
модуляцию «внутренних переменных» нейрона? можно ли эту информацию 
реконструировать, анализируя лишь спайковую последовательность, выдаваемую 
нейроном? 

2.1. Рассмотрим сравнительно простой пример [8). Будем интересоваться 
прохождением информации по нейронному каналу связи, состоящему из трех 
динамических элементов: связанных ингибиторным или эксайторным синапсом 
пары нейронов, каждый из которых описывается уравнением вида 

dxldt = у +3x2 — 3 — х + Л + J(2), 

ау/@ = 1 — 5х2 — у + gw, 

dzldt = p[—z + 4(x+h)], 

dwldt = v[-w + 3(y+D)], 

() 

где g, W, h, v, Г и Л, — параметры, /(2) представляет собой синаптический TOK. 
Динамика синапса описывается простым  кинетическим  уравнением — для 
нейромедиатора 

dnldt = ©(x(t) — xp)(x(£) — xy) — @л, 

где ©(х) — функция Хевисайда. Синаптический ток при этом записывается B виде 

(О = go(rer=X(DN1 + ехр|-Мл(7)-т)|). (2) 
Для анализа такого двухкаскадного «канала связи» воспользуемся традиционным 
для классической теории информации описанием, базирующемся на вычислении 
функции взаимной информации [10]. Напомним здесь основные моменты 
классической теории. 

Энтропия информации, ассоциируемая с последовательностью спайков, 
представляющей стимул, это 

H(S) = -X, p(s)logap(s)- G



Здесь p(s;) — вероятность появления слова или CHMBONA 5; ВО ВХОДНОМ CHIHAJG. 
Соответственно, энтропия сигнала на  выходе  принимающего — сенсорную 
информацию нейрона ' 

H(R) = -Z, p(rlogp(ry), “) 

где p(7;) — вероятность возникновения специфического символа B отклике. Если 
ансамбль стимулов известен, TO можно записать условную энтропию 

H(RIS) = —Zs,P(Si)zr,P(’}'isi)Ing("jfSf)a (5) 

и симметрично, если известен ансамбль OTKIIAKOB, TO условная энтропия стимула 

записывается B виде 

H(SIR) = =X, p(r)Zs, p(silr;)loga(silr)). (6) 

Основываясь на этих выражениях, можно ввести усредненную взаимную 
информацию 

I(S.R) = H(S) - H(SIR) (7) 
I(R.S) = H(R) - H(RIS). (8) 

Прямой подстановкой легко убедиться, что 

I(S.R) =I(R.S). (9) 

Подобная симметрия означает, что вероятностная связь между «входом» и 
«выходом» взаимна. 

Вернемся теперь к двухкаскадному каналу связи. Если последовательность 
символов на выходе 1-го канала образует множество Ё, а на выходе второго — Ry, 
TO для традиционных каналов связи справедлива классическая теорема «потери 
информации в процессе обработки» 

1(5,К) < I(S.Ry). (10) 
В работе [8] показано, что для рассматриваемой цепочки нейронов (1), (2) может 
быть справедливо обратное соотношение 

I(S,Ry) > I(S,Ry), (11) 

которое авторы назвали «неравенством восстановления информации». Таким 
образом, теорема (10) к нейронному ансамблю неприменима. Как это следует 
интерпретировать? 

Детальный анализ временных последовательностей, продуцируемых первым 
и вторым нейронами в присутствии стимула, проведенный в [8], показал 
следующее. Информация, закодированная во входном сигнале в межспайковых 
интервалах, на выходе первого нейрона лишь частично переходит в модуляцию 
межспайковых интервалов, поэтому нормированная взаимная  информация 
оказывается меныше единицы (например: lyop(S,R)~0.3). На некоторые входные 
импульсы нейрон не реагирует или, точнее, реагирует другим способом — 
модуляцией амплитуды и формы выходных спайков. Выходной сигнал первого 
нейрона через синапс передается на вход BToporo нейрона. Оказывается, 
«потерянная» или, точнее, спрятанная в другом кодирующем пространстве 
информация о стимуле вновь переходит в модуляцию межспайковых интервалов и 
может быть прочитана (рис. 1). Таким образом, Jun(S.Ry)~0.6>1,0,,(S.Ry). Эти, на 
первый взгляд, неожиданные результаты подтвердились и в лабораторном 

эксперименте [11].
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Рис. 1. Временная реализация стимула (входного сигнала), мебранного потенциала первого 
нейрона и мебранного потенциала второго нейрона 

3. Роль внутренней динамики ансамбля нейронов 

в кодировании сенсорной информации 

Как показали недавние эксперименты с сенсорной системой, ответственной 
за восприятие запахов у беспозвоночных (саранча), динамические процессы 
играют ключевую роль в восприятии и кодировании информации нейронными 
ансамблями [12,13]. Одним из наиболее важных механизмов при этом является 
нелинейная конкуренция между группами взаимно синхронизированных нейронов, 
ответственных за — передачу — сенсорной — информации  для — последующего 
распознавания B высшие отделы мозга. 

Подавление — активности — одних — генерирующих — нейронов — другими 
(конкуренция) за счет их взаимного ингибирования — типичный динамический 
феномен, обнаруживаемый в самых различных нейронных ансамблях. При 
некоторых ограничениях интенсивность осцилляций y; (или плотность числа 
спайков) /-й группы  синхронизованных HEHPOHOB, связанных с  другими 
элементііми ансамбля за счет нелинейных ингибирующих связей, можно записать B 
виде [13 

N 

dyfdt =yl - Ха р + ASKD], (12) 

где S; — стимул, действующий в течение времени Т на i—ii нейрон (группу), а p; — 
матричные коэффициенты, определяющие свойства нелинейной конкуренции. При 
отсутствии сенсорной информации (S=0) динамика систем типа (12) хорошо 

известна. Так, если связи симметричны (p;=p;), система (12) при 520 оказывается 
градиентной [14]. Такие системы демонстрируют лишь простое поведение, 
монотонно перемещаясь в состояние равновесия. При p;<p; такое состояние 
сединственное и является глобальным аттрактором, отвечающим совместной 

генерации всех участников процесса взаимодействия («слабая конкуренция»). Всли



P;>Pii» TO свободная энергия для системы U3 N элементов имеет М<М минимумов и 
ведет себя как мультистабильная сеть Хопфилда [15]. 

Если же связи несимметричны, следует различать два качественно 
различных случая. Когда несимметрия только частичная, например для N=3, 
Р:2-Р21>1, Рз,0з2<1, существует аттрактор, отвечающий активности только 
определенного элемента. Такую ситуацию обычно называют «один побеждает 
всех» (winner takes all). Если асимметрия ингибиторных связей циклична (p;>p;;, HO 

P;i<Piis ТО есть для N=3: p13,023,p31>1 и py1,p3,p13<1), то в системе существует также 
лишь один глобальный аттрактор, каковым является гетероклинический контур, 
составленный из седловых состояний равновесия и соединяющих их сепаратрис. 
Такой контур устойчиво сушествует в довольно широкой области параметров 
нейронного ансамбля. Данный вид конкуренции естественно назвать «конкуренция 
без победителей» [13]. В социологических моделях подобное поведение имеет 
также название «парадокс голосования» [16]. 

Каким образом нелинейная динамика «конкурирующих нейронов» может 
быть использована для кодирования и обработки сенсорной информации? Какой 
из рассмотренных видов конкуренции предпочтительнее с информационной точки 
зрения? Чтобы ответить на эти вопросы, нужно понимать, что происходит с 
системой под действием информационного сигнала. При этом естественно считать, 
что символы, представляющие информацию о входном сигнале, — 3TO 
стационарные или квазистационарные состояния нейронов. Рассмотрим с этой 
точки зрения различные варианты «конкурентной динамики». 

Следует сразу подчеркнуть, что когда речь идет O кодировании сенсорной 
информации с помощью аттракторов («слабая конкуренция», «один побеждает 
всех», или системы типа Хопфилда), время, фактически, He включается B 
кодирующее пространство. Представление информации оказывается чисто 
позиционным. При этом сенсорный сигнал определяет положение системы в 
области притяжения одного из аттракторов. 

Совершенно по-иному обстоит дело в ансамблях, работающих по принципу 
«конкуренция без победителя». В таких нейронных системах действие даже 

слабого специфического стимула (разным запахам отвечают разные воздействия 
‚на разные нейроны) разрушает гетероклиническую траекторию, организуя B €€ 
окрестности предельный цикл. Этот предельный цикл наследует глобальную 
устойчивость гетероклинической петли [17] и, что для нас принципиально, для 
разных стимулов он опирается на разные вершины в окрестности бывших 
седдовых точек. В результате сенсорная информация представляется в виде 
пространственно-временных паттернов. Специфика этих паттернов определяется 
спецификой избранных стимулом нейронов, которые представляют наверх 
информацию, и слецификой последовательности их переключения во времени 
(рис. 2). Помимо того, что такое представление оказывается «воспроизводимым», 
устойчивым по отношению к флуктуациям и чувствительным к изменению 
стимула, то есть удовлетворяет всем требованиям, сформулированным в начале 
лекции, оно обладает еще и болышой емкостью. Иействительно, воспользуемся 

выражением для информации B виде Ir=Nrlog,(N,), где N,=const — отвечает числу 
представляющих нейронов, а Ny — число разных переключений, которые система 
успевает сделать за интервал времени 7. Torma можно заметить, что ввиду 
линейной зависимости от Ny совсем He обязательно иметь большое число 
представляющих нейронов (вершин гетероклинической петли), HO можно 
представить много разной информации, используя разные временные последова— 
тельности переходов. 

Сформулируем B заключение основную идею лекции. 
Всли в традиционных системах передачи и обработки информации 

КОДИРУЮЩСС ПРОСТРЭ‚НСТВО выбирается извне, TO €CTH код, тип модулянии нссущей 

и т.н. запрограммирован, то в нейронных ансамблях система сама выбирает и 
формирует код. Этот код, как и его преобразование, TO есть переход из одного 
кодирующего пространства в другое, есть результат нелинейных динамических 
процессов, происходящих под действием стимула, как в индивидуальном нейроне,



Рис. 2. Схема работы нейронного ансамбля, кодирующего инвформацию M0 принципу 

«конкуренция без победителя» 

так и в нейронном ансамбле. И в том, и B другом случае следует принимать во 
внимание дивамику внутренних переменных. 

Естественно, что в процессе обучения, в частности, в процессе обучения 
нервной системы характер динамических процессов в общем случае меняется. При 
этом может измениться не только характер подаваемого «наверх» сигнала, но и 
сам способ кодирования. Например, как показали последние эксперименты [18], 
«наивная» нейронная система, представляющая информацию о запахе в мозг 
насекомого, работает веорганизованно. Нейроны, ответственные за передачу 
информации (РМ-нейроны), «зажигаются» в некоррелированные моменты 
времени, и средний электрический потенциал нейронного ансамбля He содержит 

регулярной компоненты. Напротив, в результате обучения, то есть повторного 
восприятия стимула, активность многих PN-HEHpOHOB оказывается синхронизо- 
ванной. Динамика частично синхронизованного ансамбля нейронов гораздо богаче, 
чем несинхронизованного, и способы кодирования сенсорной информации такими 
ансамблями более разнообразны. 

Мы затронули в лекции только малую долю видимой части айсберга, 
называемого информационной динамикой живых нейронов. Сейчас ПОявляются 
эксперименты по связи нелинейных динамических процессов с распознаванием 
зрительной информации в высших отделах мозга [19] с представлением аудио- 
информации [9], строятся нелинейные динамические модели памяти [20], 
обсуждается роль динамических процессов в согласовании и объединении 
различной сенсорной информации, влияющей на поведение животных [21,22]. 
Однако мы ешще очень далеки от понимания того, как у животного рождается 
видение окружающего мира. Вот уж, действительно, 

Себя познать пытаясь, мысль клубится, 

Взбухая жилкой на виске, 
И с нами хочет объясниться, 

Но на своем, нам непонятном языке. 2 

2 Четверостишие автора.



ОДН&КО с уверенностью можно сказать, что этот, пока Непонятный, язык 

принадлежит НСШ&НВЙНО—ЦИН&МИЧССКОЙ группе языков. 
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INFORMATIONAL DYNAMICS ОЕ NEURONS 

М.1. Rabinovich 

Actual problems оё «interaction between dynamics and information» in biological 
systems are formulated and new experimental results are discussed in this paper. 
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