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Abstract . The aim of the work is to build a radiophysical generator of neuron-like activity with a frequency
tunable in various ways, corresponding to modern ideas about the structure of the hippocampus and the generation
of pathological epileptic rhythms in it. Methods. The elements of the generator are radio engineering implementa-
tions of the complete FitzHugh–Nagumo neuron and the electronic implementation of a chemical synapse in the
form of a sigmoid function with a delayed argument. The simulation was carried out in the SPICE simulator.
Results. Various ways of introducing delay into the coupling are considered: an ideal delay line, a phase filter with
a rheostat, one tunable Bessel filter, and a sequence of non-tunable Bessel filters. For circuit implementation,
the approach using a Bessel filter with a rheostat is recognized as optimal as a compromise between simplicity
and minimization of signal distortion. The dependences of the oscillation frequency on the number of elements
in the ring and the delay time are constructed. The bistability of generation regimes is studied for certain
values of the parameters. The effect of inclusion of inhibitory elements (interneurons) in the circuit is considered.
Conclusion. The constructed ring generator models the experimentally observed properties of the dynamics of
epileptic discharge fundamental frequency in limbic epilepsy. It is able to reproduce the occurrence of oscillations
as a result of external short-term driving, smooth and sharp frequency tuning, the coexistence of different modes
with the same parameters.
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Introduction

The construction of models reflecting the functioning of real neurons and their groups is of
scientific and practical technical interest. For example, in robotics, the concept of a central
rhythm generator [1, 2] is actively developing, which is necessary for the implementation of
simple movements characteristic of living organisms. When modeling pathological modes of brain
functioning, in particular, when modeling epilepsy, the question of the formation of the basic
rhythm is also of paramount importance. In this paper, we describe the occurrence and evolution
of the fundamental frequency of oscillations in the hippocampus in limbic epilepsy using a ring of
a small number of radiophysical oscillators constructed for physiological reasons. Compared with
purely mathematical modeling, this approach allows us to approach a biological experiment by
a number of criteria: from the point of view of the specifics of measurements, from the point of
view of the non-stationarity (thermal heating) of the circuit parameters and their non-identity.

When constructing radio-technical models of neurons, the main approach is the schematic
reproduction of mathematical models. This was previously noted in [3–5]. From the many variants
of mathematical models of biological neurons [6], the FitzHugh-Nagumo neuron model [7,8] was
chosen. It is a dimensionless simplified version of the Hodgkin-Huxley [9], which reproduces the
basic properties of excitation waves. The main reason for researchers’ interest in this model is the
simplicity of implementing nonlinear functions. This makes it possible to assemble an electronic
model on the simplest elements of [10] or relatively quickly implement an ensemble of 10 or more
elements [14].

In the work [11], a radio engineering scheme of a simplified FitzHugh-Nagumo neuron with
one bifurcation parameter 𝑎 was developed and implemented «in hardware». See the formula
(1). In [12], a simulation model was built consisting of 14 simplified FitzHugh-Nagumo neurons
connected by a simple linear coupling (1). This is shown in the original work [11]. In [13], it was
demonstrated that the proposed simulation model consistently reproduces the necessary modes
with variations in the number of network elements (14, 28 and 56 neurons in the network),
the coupling architecture (a different number of positive and negative linear couplings) for
ensembles of the same number of elements and the initial phase of external influence. As a
result, eight radio engineering ensembles were implemented, each with 14 simplified FitzHugh-
Nagumo neurons [14]. The radio engineering experiment showed that the implemented circuits
are capable of demonstrating the desired behavior — long quasi-regular transients reproducing
various characteristics of epileptiform activity, as previously shown in mathematical modeling
[15,16].

𝜀�̇�𝑖(𝑡) = 𝑢𝑖(𝑡)− 𝑐𝑖𝑢
3
𝑖 (𝑡)− 𝑣𝑖(𝑡) +

∑︁
𝑗 ̸=𝑖

𝑘𝑖𝑗𝑢𝑗 ,

�̇�𝑖(𝑡) = 𝑢𝑖(𝑡) + 𝑎𝑖,

(1)

where 𝑢 is a dimensionless fast variable corresponding to the transmembrane potential in the
Hodgkin-Huxley dimensional model; 𝑣 is a dimensionless slow variable similar to the recovery
current; 𝑡 is a dimensionless time; 𝜀 is the inertia parameter; 𝑎 is— a dimensionless parameter
that controls the intrinsic dynamics of a neuron; 𝑐 — integration constant (in our works, always
𝑐 = 1/3); 𝑘 — coupling coefficient.

In the simplified FitzHugh-Nagumo model, inhibitory coupling are impossible: the coupling
with any sign will be exciting, just to varying degrees. Therefore, 𝑘 < 0 was called a negative
coupling, 𝑘 > 0 — positive. In the work [17], a scheme of a complete FitzHugh-Nagumo neuron
(2) was implemented, with two bifurcation parameters 𝑎 and 𝑏 and a radio engineering scheme
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of a chemical synapse, which mathematically represents a sigmoid function. The combination of
these two innovations is minimally necessary to simulate excitatory and inhibitory coupling.

𝜀�̇�𝑖(𝑡) = 𝑢𝑖(𝑡)− 𝑐𝑖𝑢
3
𝑖 (𝑡)− 𝑣𝑖(𝑡) +

∑︁
𝑗 ̸=𝑖

𝑘𝑖𝑗
1 + tanh (𝑢𝑗(𝑡))

2
,

�̇�𝑖(𝑡) = 𝑢𝑖(𝑡) + 𝑎𝑖 − 𝑏𝑖𝑣𝑖(𝑡),

(2)

where 𝑏 is another dimensionless parameter that controls the neuron’s own dynamics; 𝑘 is the
coupling coefficient, while the coupling is implemented as a displaced hyperbolic tangent (1 +
tanh(𝑢))/2, 𝑘 < 0 corresponds to the inhibitory coupling, 𝑘 > 0 — exciting coupling.

In [18] it was shown that in two hardware-implemented complete FitzHugh-Nagumo neurons
connected by sigmoid bonds, different scenarios of oscillation occurrence are possible. A saddle-
node bifurcation of the cycle is also possible, leading to the appearance of highly nonlinear limit
cycles of large amplitude. Long-lived transients have been found near these bifurcations, which
are of particular interest for modeling some metastable phenomena in living systems (sleep and
epilepsy) [19].

The purpose of this work is to improve the model (2) by adding a delay in the coupling:

𝜀�̇�𝑖(𝑡) = 𝑢𝑖(𝑡)− 𝑐𝑖𝑢
3
𝑖 (𝑡)− 𝑣𝑖(𝑡) +

∑︁
𝑗 ̸=𝑖

𝑘𝑖𝑗
1 + tanh (𝑢𝑗(𝑡− τ))

2
,

�̇�𝑖(𝑡) = 𝑢𝑖(𝑡) + 𝑎𝑖 − 𝑏𝑖𝑣𝑖(𝑡),

(3)

where τ is the delay time. The delay naturally occurs in the synapse during signal transmission
between the axon and the dendrite as a result of the finiteness of the ion transport speed and
can have a significant impact on the dynamics of the network [20].

1. Radio engineering diagram of a neuron with a chemical synapse

In Fig. 1 a schematic diagram of one complete FitzHugh-Nagumo neuron with a synapse is
presented. Unlike the mathematical model (3), the parameters of the radio circuit are dimensional.
The time parameters can be calculated as 𝐸 = 𝑅11𝐶1 and 𝑇 = 𝑅7𝐶2.

Let the dimensional values of the mathematical dimensionless variables 𝑢 and 𝑣 be denoted
as 𝑈 and 𝑉 in the scheme. The parameter 𝜀 is calculated as 𝜀 = 𝐸/𝑇 . Parameters 𝑐 =
(𝑅3 + 𝑅4)/𝑅3 and 𝑏 = 𝑅6/

(︀
𝑅5 + 𝑅𝑏 · 𝐵

100%

)︀
(𝐵 — the value expressed as a percentage on

the potentiometer 𝑅𝑏) are the scaling factors in 𝑈 and 𝑉 . The coupling coefficient 𝑘 is calculated
as 𝑘 = 𝑅13/𝑅𝐼𝑁 , where 𝑅𝐼𝑁 is the nominal value on one of the input resistors from 𝑅14 to 𝑅18.
The parameter 𝑎 is set by the voltage at the ‘+"terminal of the U3B amplifier. The total voltage
drop on the series-connected resistor 𝑅10 = 5 kOhm and the potentiometer 𝑅𝑎 = 1 kOhm is
equal to 𝑈𝑎 = 15 V.

Thus, the entire voltage drop range on the potentiometer is 2.5 V. If the potentiometer is
set to 𝐴 = 0%, the ‘+"terminal of the U3B amplifier will be exactly 2.5 V. If the potentiometer
is set to 𝐴 = 100%, this voltage is zero. So, the parameter 𝑎 can be calculated using 𝐴, measured
in percentages indicated on the potentiometer 𝑅𝑎, as follows: 𝑎 = 2.5

(︀
1− 𝐴

100%

)︀
.

The neuron circuit contains two analog multipliers U1 and U2 and two dual operational
amplifiers U3 and U4. Elements U4B and U3A are integrators. They allow you to get 𝑈 and 𝑉 .
Element U4A — is an inverter that allows you to receive −𝑈 . The U3B element is a repeater.
Multipliers U1 and U2 allow you to build 𝑈 into a cube according to the formula (3).

The chemical synapse circuit consists of two parts: a circuit that implements a sigmoid
function (a radio engineering implementation of a hyperbolic tangent), and a circuit that simulates
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Fig. 1. Circuit diagram of a single complete FitzHugh–Nagumo neuron with synapse. 𝑅1 = 𝑅3 = 1 kΩ, 𝑅2 = 9 kΩ,
𝑅4 = 2.333 kΩ, 𝑅5 = 51 kΩ, potentiometer 𝑅𝑏 = 4.7 MΩ, 𝑅6 = 𝑅7 = 𝑅8 = 𝑅9 = 𝑅11 = 𝑅12 = 𝑅13 = 100 kΩ,
𝑅10 = 5 kΩ, potentiometer 𝑅𝑎 = 1 kΩ, 𝑅14 − 𝑅18 depends on coupling strength 𝑘, 𝐶1 = 1 nF, 𝐶2 = 0.01 µF,
U1, U2 are multipliers of the type AD633, and U3, U4 are amplifiers of the type AD822. 𝑅19 = 𝑅29 = 300 kΩ,
𝑅20 = 0.51 kΩ, 𝑅21 = 𝑅23 = 1 kΩ, 𝑅22 = 𝑅24 = 𝑅28 = 10 kΩ, 𝑅25 = 𝑅26 = 5.1 kΩ, 𝑅27 = 2 kΩ, Q1, Q2 are
bipolar junction transistors of the type 2N1711, U5 is an amplifier of the type NE5532AI. S1 and S2 are single-pole
double-throw switches. They are necessary in order to be able to choose an exciting or inhibitory coupling. SC1
is a subcircuit modeling analog delay

an analog delay. The first circuit contains a dual operational amplifier U5 and two bipolar
transistors Q1 and Q2. The inverting amplifier U5A has a gain of 0.05. The differential amplifier
U5B has a gain of 0.5. The difference between excitatory and inhibitory coupling is realized by
switches S1 and S2. The circuit simulating analog delay will be discussed in detail in the next
section.

In Fig. 2 it is shown that there is a time lag between the signal at the input of the neuron
and the output of the synapse. This is because the neuron circuit contains inertial elements
(capacitors). The time lag caused by the inertia of the circuit depends on the parameters of the
model, including the coupling strength. If we measure the time shift that occurs when a signal
passes through the neuron circuit, with parameters that will be used in all the experiments
described in the article, we get ∆𝑡neuron ≈ 60 microseconds.

According to Fig. 2 it is difficult to determine whether the scheme of the sigmoid function
gives some kind of time shift, since the waveform is greatly distorted. In order to understand
whether there is inertia in the coupling at the frequencies under consideration, an impact was
applied from the harmonic signal generator to the sigmoid function circuit and the response was
measured, and then the phase of the initial impact and the phase of the frequency component of
the response at the same frequency were compared. The experiment showed that these phases are
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Fig. 2. Time series of a input signal at neuron circuit (dashed dotted line), of an output signal at neuron circuit
(solid black line) and of an output signal at sigmoid coupling function circuit (solid gray line)

identical up to the fourth sign. This means that the nonlinear scheme itself, which implements
the hyperbolic tangent, does not introduce any inertia.

Further, similar measurements were made already when a signal from a neuron, not a
sine wave, was applied to the tangent circuit. As a result, it was shown that the phase at the
main frequency of generation varies slightly. This corresponds to a time shift of ∆𝑡sigmoid = 14
microseconds measured by the maxima in the signal. This shift is due to the non-linearity of
the element and the change in the ratio between harmonics (power redistribution), when higher
harmonics are amplified at the expense of lower ones (power pumping occurs). At the same time,
the phase at high harmonics changes under the influence of the phase of the terms originating
from the low-frequency components when they are multiplied. Thus, all the inertia inherent in
the contour comes from the circuit of the neuron itself.

2. Implementation of an analog delay line

In this paper, four variants presented in the Fig. 3 were compared to simulate analog
delay.

The first variant (Fig. 3, a) was used as a reference. This is a standard DELAY component
from the National Instruments Multisim radio simulator, which simulates an ideal delay (Fig. 3, a).
This component stores all input data covering the time period corresponding to the delay time
τ. Then it outputs the data according to the FIFO rule: first in — first out. Linear interpolation
is used to calculate values that are between time points. The input and output voltage are tied
to the ground.

The second option (рис. 3, b) is a first-order phase filter. Sometimes it is called an all-pass
filter from the English all-pass filter. This filter passes all frequencies of the signal with equal
gain, but adds a linear phase shift to each frequency component. By doing this, it contributes
to the constant time delay of [21]. Instead of one of the permanent resistors, we put a variable
resistor so that we could dynamically change the delay value. This method of implementing a
delay line in the system was proposed in [22]. It compares favorably with conventional methods
of implementing artificial delay lines consisting of LC links, for example in [23].

The third option (Fig. 3, c) is implemented using a Bessel filter. Bessel filters are designed
to achieve maximum bandwidth while maintaining a constant group delay. As shown in [24], the
Bessel filter is a network with a constant time delay. We chose between Butterworth, Chebyshev
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Fig. 3. Implementations of tunable analog delay circuit (subcircuit SC1 content on fig. 1): a — ideal software
DELAY; b — all-pass filter with rheostat: 𝑅1 = 𝑅2 = 5 kΩ, 𝑅3 = 50 kΩ, 𝐶1 = 0.01 µF, U1A is an amplifier of the
type LM358AD; c — Bessel filter with rheostats: 𝑅1 = 𝑅2 = 50 kΩ, 𝐶1 = 5.6 nF, 𝐶2 = 3.9 nF, U1A is an amplifier
of the type LM358AD; d — sequence of five Bessel filters: 𝑅1−𝑅10 = 50 kΩ, 𝐶1 = 𝐶3 = 𝐶5 = 𝐶7 = 𝐶9 = 5.6 nF,
𝐶2 = 𝐶4 = 𝐶6 = 𝐶8 = 𝐶10 = 3.9 nF, 𝑆1 is a six-position switch; U1, U2, U3 are amplifiers of the type LM358AD

and Bessel filters. We decided to focus on the Bessel filter, since in [25] it was shown that the
first two filters have a sudden increase in the time delay near the cutoff frequency.

The fourth option (Fig. 3, d) is a sequence of Bessel filters. Each filter contains constant
elements and is set to a delay of τ = 0.1 ms. This variant of the delay line construction is
described in [26].

Let’s compare the time implementations of signals after passing all four variants of the
delay implementation (Fig. 4). We see that when passing the phase filter, the signal is greatly
distorted. Five consecutive Bessel filters (0.1 ms delay) distort the signal less than one Bessel
filter (0.5 ms delay). In the future, we will face the task of hardware implementation of this
scheme. We decided to stop at this option because of the slight difference between the time series
at the output of one and five consecutive Bessel filters and because of the significant reduction
in the cost of the circuit when using a single Bessel filter with a rheostat. All further calculations
were performed for a synapse circuit containing a single tunable Bessel filter.

3. Diagram of a ring generator

Our goal is to obtain a ring generator of neuron-like activity with tunable frequency. To
achieve this goal, a block diagram was developed (Fig. 5). One element of this circuit («square»)
contains a circuit of a neuron with a chemical synapse.

There are two types of neurons in the hippocampus of humans and animals: excitatory
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Fig. 4. Comparison of various implementations of the delay τ = 0.5 ms. Black line corresponds to a signal at the
input of the loop simulating the delay; green line corresponds to a signal after passing the ideal digital delay;
red line corresponds to a signal after passing the phase filter; pink line corresponds to a signal after passing the
Bessel filter; blue line corresponds to a signal after passing the sequence of five Bessel filters, with each of which
providing a delay of τ = 0.1 ms (color online)

EntC N1 N2 N3 N4 N5 N6 N7

N8N9N10N20 N11N12N13N14N15N16N17N18N19

Fig. 5. Block diagram of a ring generator of neuron-like activity with tunable frequency. EntC — external excitatory
input (from the pyramidal neuron of the entorhinal cortex 𝑎EntC = 0.875, 𝑏EntC = 0.08, 𝑘EntC = 0.6); N1–N20
— the main neurons of the ring (hypocampal neurons: excitatory pyramidal neurons or inhibitory interneurons
(𝑎Hp = 1.225, 𝑏Hp = 0.08, 𝑘Hp = 0.6 driven by a pyramidal neuron or 𝑘Hp = −0.6 when exposed from an
interneuron)

pyramidal neurons and inhibitory interneurons. Interneurons are subdivided based on their
colocalization with proteins. For example, parvalbumin or cholecystokinin interneurons. They
innervate different parts of pyramidal neurons [27]. The hippocampus receives information from
the entorhinal cortex. The main information goes through the perforating tract from the second
layer of the entorhinal cortex to the granular cells of the dentate fascia (small excitatory neurons).
Then, through mossy fibers, information is transmitted to the pyramids and interneurons of the
CA3 field of the hippocampus. Then from the pyramids of the CA3 field goes to the pyramids
and interneurons of the CA2 and CA1 fields (for more information in [28]).

There is a direct excitatory pathway from the II layer of the entorhinal cortex to the
pyramids and interneurons of the CA3 and CA2 regions of the hippocampus and from the III
layer of the entorhinal cortex to the pyramids and interneurons of CA1. But less information
is transmitted through these tracts than through the dentate fascia. The coupling between the
pyramids of the CA1 field are much weaker than between the pyramids of the CA2 and CA3
layers. Interneurons in the hippocampus are only 10%. However, taking into account braking
interneurons in both mathematical and radio engineering models is very important. In diseases
such as schizophrenia, Alzheimer’s disease, temporal lobe epilepsy, the total volume of the
hippocampus decreases precisely due to a decrease in interneurons, not pyramidal cells.

In this paper, the functioning of the hippocampal CA1 field is reproduced in a very
simplified form after receiving an exciting signal from the third layer of the entorhinal cortex
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and with an increase in the number of couplings within the hippocampus. The external input
(the pyramidal neuron of the entorhinal cortex) is in oscillatory mode with the parameters
𝑎EntC = 0.875 and 𝑏EntC = 0.08. Hippocampal neurons are in subthreshold mode with parameters
𝑎Hp = 1.225 and 𝑏Hp = 0.08. The force of interaction inside the hippocampus and the force of
external influence were taken the same 𝑘Hp = 𝑘EntC = 0.6.

Two scenarios were considered: 1) the generating ring is composed only of excitatory
neurons - pyramids; 2) there may be two interneurons inside the ring in different places, including
two in a row. Preliminary experiments have shown that if all neurons are excitatory, then at a
maximum delay of 0.5 ms, at least seven neurons are needed for vibrations to begin in the ring.
This is the minimum number of neurons that we considered. In Fig. 5 coupling between neurons
N1–N7 are represented by solid lines, since these are the main neurons that have always been
present in the network, and the rest of the lines are dashed — these neurons are additional and
were not present in all experiments.

4. Dependence of the oscillation frequency of the network on the internal
parameters of the network

The parameters of the ring neurons used in this work correspond to the subthreshold
non-oscillatory mode for each individual neuron. When neurons close in a ring, a time-delayed
coupling occurs between them. This delay corresponds in a real biological neuron to a delay in a
chemical synapse, which is conditioned by the finite times required for ion transport through the
synapse. Then a short-term effect is applied to one of the neurons of the ring with a characteristic
oscillation period 𝑇EntC = 4.129 ms or an oscillation frequency of approximately 𝑓EntC = 242 Hz,
the time of external exposure 𝑤 = 5𝑇EntC. This frequency of external influence corresponds
to the lowest possible frequency of neuron self-oscillations. The next section will also cover the
frequencies above. After the external influence is applied, each individual node of the network
begins to generate periodic nonlinear oscillations. These fluctuations are the result of network
organization. Their appearance and frequency are determined by the number of nodes in the
ring, the delay time in communication and the intrinsic inertial properties of individual neurons,
as shown in the mathematical model [29].

a b
Fig. 6. Dependencies of the main oscillation frequency 𝑓 in the circuit on the number of elements in the ring
𝐷 and on the delay time τ. Frequency of external driving is 𝑓EntC = 242 Hz. The color indicates the oscillation
frequency occurring in the ring. The white color corresponds to the absence of oscillations in the ring. Subplot
a corresponds to all excitatory neurons in the circuit, subplot b corresponds a case when two inhibitory neurons
(N6 and N16) are included to the circuit (color online)
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In Fig. 6 shows the dependence of the fundamental frequency of 𝑓 oscillations of neurons in
the circuit on the number of elements in the ring 𝐷 and on the delay time τ. If the vibrations in
the ring are not triggered, then this option is shown in white. The colored rectangles correspond
to different values of the fundamental frequency of oscillations in the ring in case of oscillation
triggering. To calculate the fundamental frequency, the period of 𝑇1 oscillations of the neuron N1
was estimated from time series and the frequency was obtained as 1/𝑇1. The remaining neurons
of the ring generate similar activity, which is uniformly shifted in phase so that the total shift on
the entire ring is 2π. The delay τ is postponed along the abscissa axis, which occurs in a separate
circuit that simulates an analog delay line. The delay that occurs in the neuron circuit due to the
inertia of the circuit was not taken into account when plotting the graph. In Fig. 6 it is shown
that even with zero delay τ (if the number of nodes in the ring is large enough) oscillations
occur. The reason for this lies in the inertial properties of a single neuron — the presence of a
time shift for the signal that passed through the neuron circuit.

Fig. 6, a is given for the case when all the neurons in the ring are excitatory. We see that
the greater the delay in communication, the fewer neurons are needed in order for vibrations to
begin in the entire ring. With the maximum delay we studied τ = 0.5 ms, 7 pyramid neurons are
enough for the network to begin to oscillate. If you fix the delay time τ and gradually increase the
number of neurons in the network 𝐷 or fix the number of neurons in the network 𝐷 and gradually
increase the delay time τ (less physiologically), you can see that at first there are fluctuations
at a frequency of about 230 Hz, and then, according to As the number of neurons increases,
the frequency drops to about 140 Hz. Then, when another neuron is added, a sharp jump occurs
and the main oscillation frequency again becomes about 225 Hz, which corresponds to twice
the frequency for a given number of elements: two pulses moving simultaneously in the opposite
phase, at a distance of half the elements from each other, move through the network. Such a
regime turns out to be possible and stable, since the time of refractoriness becomes less than half
of the period and the neurons have time to «recover» not for the whole period, but for half. An
indirect confirmation of this explanation is that with a delay of τ = 0.5 ms, oscillations at the
fundamental frequency begin at the number of neurons 𝐷 = 7, and oscillations with a doubled
frequency — at 𝐷 = 14. Further, as the 𝐷 increases, the frequency begins to fall again. And for
τ = 0.5 ms at 𝐷 = 21, the frequency reaches a minimum of 𝑓 = 174 Hz. Then, at 𝐷 = 22, the
frequency increases sharply to 𝑓 = 219 Hz — the generator switches to triple frequency mode.
Thus, the mode with the maximum possible number of simultaneously running pulses is always
preferred, and the «fork» between the minimum and maximum frequencies decreases with an
increase in the number of simultaneously coexisting pulses.

Fig. 6, b is given for the case when two interneurons (N6 and N 16) are added to the
ring. There are no smooth dependencies of 𝑓 on τ and 𝐷. Firstly, not with every combination
(τ, 𝐷), the network began to fluctuate after the end of the exposure. Secondly, the maximum
oscillation frequency of 165 Hz was obtained at all with zero delay. Thirdly, at the maximum
studied delay time τ = 0.5ms, the oscillations did not start at any 𝐷. Nevertheless, the very
possibility of generation even in the presence of two interneurons in the ring (their number in
the hippocampus is about 10 times less than the pyramids) shows the fundamental structural
stability of the proposed scheme.
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5. Dependence of the oscillation frequency of the network
on the parameters of external influence

We examined the behavior of the ring generator when changing the parameters of external
influence: the frequency 𝑓Etc, the duration 𝑤 and the initial phase 3. As experiments have shown,
diagrams (similar to Fig. 6), constructed with different duration and initial phase of exposure,
do not differ from each other. But the frequency of external influence significantly changes the
situation. The higher the frequency of external influence, the more difficult it is to start vibrations
in the ring (we need more τ and 𝐷). This is due to the fact that the frequency of exposure is
becoming higher and higher than the natural oscillation frequency of the ring neurons, and it is
increasingly difficult for them to synchronize: the neurons «get tired» and do not respond due
to refractoriness. The same principle underlies the methods of combating epileptic seizures using
high-frequency stimulation [30,31].
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Fig. 7. Time series and amplitude spectra of the N1 neuron for two sets of parameters: 𝑓EntC = 250.7 Hz (upper
subplots) and 𝑓EntC = 344.1 Hz (lower subplots). The number of neurons in the ring is different for different
subplots: 𝐷 = 7 (for a and d), 𝐷 = 11 (for b and e), 𝐷 = 23 (for c and f )

The most important thing for us is that by slightly changing the frequency of exposure,
but without changing the internal parameters of the ring, it is possible to output the generator to
various oscillatory modes. In Fig. 7 shows time series and amplitude spectra taken from neuron
N1 at different frequencies of external influence. It can be seen that a ring of 7 neurons at the
frequency of external action 𝑓EntC = 250.7 Hz is triggered at a frequency of 𝑓N1 = 223.3 Hz,
and at 𝑓EntC = 344.1 Hz — does not start at all (fig. 7, a, d). A ring of 11 neurons behaves
the same at both considered exposure frequencies (Fig. 7, b, e). But in a ring of 23 neurons at
𝑓EntC = 250.7 Hz, oscillations are realized at a frequency of 80.0 Hz (Fig. 7, c). At the same
time, at the highest frequency of exposure, vibrations in the ring occur at twice the frequency of
159.7 Hz.

Conclusion

The question of how the main oscillatory rhythms responsible for normal and pathological
activity are formed in the brain has been raised and discussed many times [32–34]. The existing
attempts to create a general theory are still descriptive in nature [35]. Much attention is drawn
to the issues of synchronization of various brain structures [36], including in the application to
epilepsy and other pathological conditions [37]. At the same time, the issue of generating the
fundamental frequency for most processes has not been solved in principle. For focal epilepsies, it
is assumed that the pacemaker is a very small neural ensemble [38] — micro-circuit. At the same
time, we know that the generation frequency can be adjusted within wide limits, both smoothly
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and in leaps, very individually for each patient or animal [39].
In this work, we managed to create a circuit of a radio-technical ring generator built

according to the principles of the organization of the limbic system of mammals. It consists of
several model radio-technical neurons and radio-technical synapses in the form of filters that
implement lag. The key feature of the generator is that its frequency can be rebuilt in three
ways: by changing the delay time (smooth tuning is available in a wide range), by changing
the number of elements in the network (the restructuring will be carried out in a leap), due to
different frequencies of external influence (in conditions of multistability, coexisting modes with
multiple frequencies can be realized). The resulting generator simulates possible mechanisms
for the formation of the main frequency of pathological activity in the hippocampus in focal
limbic epilepsy. It is important that from a biological point of view, the scheme turned out to
be structurally stable: the inclusion in the ring of one or even two interneurons suppressing the
activity of the next neuron, instead of exciting pyramids, reduces the generation area in the
parameter space (𝐷, τ) — the number of neurons, the delay time — but does not completely
eliminate it. This significantly increases the biological relevance of the model, as it significantly
increases the probability of the formation of such a ring structure in practice. At the same time,
lower-frequency modes are implemented. This further increases the variety of types of oscillatory
activity inherent in the generator.

The main purpose of the work was to model a biological object — a pacemaker of limbic
epilepsy. However, the constructed generator can probably be used independently as a source of
multi-frequency periodic pulse signals.
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