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Abstract. The purpose of this study is to explore the feasibility of identifying emotional maladjustment using
machine learning algorithms. Methods. Electrocardiogram data were gathered using an event-telemetry approach,
employing a software and hardware setup comprising a compact wireless ECG sensor (HxM; Zephyr Technology,
USA) and a smartphone equipped with specialized software.For constructing the classifier, the following algorithms
were employed: logistic regression, easy ensemble, and gradient boosting. The performance of these algorithms was
assessed using the f1 metric. Results. It is demonstrated that employing dynamic spectra of the original signals
enhances the classification accuracy of the model compared to using the original rhythmograms. Conclusion.
A method is proposed for automatically determining the level of emotional maladaptation based on an individual’s
cardiorhythmogram. Information from a portable heart sensor, worn by an individual, is transmitted via Bluetooth
to a mobile device. Here, the level of emotional maladaptation is assessed through a pre-trained neural network
algorithm. When considering a neural network algorithm, it is recommended to employ a classifier trained on
spectrograms.
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Introduction

The COVID-19 pandemic has highlighted the connection between pathological conditions
and the increased risk of cognitive impairment, which includes SARS, chronic stress, inflammatory
syndromes, and coagulation disorders [1]. Subsequently, it was discovered that the SARS-CoV-2
virus can induce significant systemic health alterations in patients, resulting in a post-COVID
syndrome characterized by a broad spectrum of symptoms and varying durations [2,3]. Frequently
reported long COVID symptoms include fatigue, memory issues, breathlessness, sleep disturban-
ces, headaches, loss of taste or smell, muscle weakness, fever, cognitive dysfunction, and mental
health challenges [4–7]. The development of new methods and approaches to the rapid diagnosis
of chronic stress is an urgent task, considering the current epidemiological (Covid-19) situation
[8–10]. Psychological stress plays a pivotal role in the development of numerous physical and
neurological diseases. The term “stress” is commonly used to refer to both a potent adverse
physical and/or psychogenic external environmental impact, and to a state of psychophysiological
stress that emerges under such influences, initially aiding a person in adapting to new environmen-
tal conditions. Chronic stress, as a long-term psychophysiological burden, can trigger the manifes-
tation or exacerbation of disease symptoms, act as a risk factor, or worsen the severity of
the disease. Emotional overstrain reduces an individual’s productivity and the quality of work
performed. The clinical implications of chronic emotional stress intersect with neuropsychic
anxiety and depressive disorders, significantly diminishing the quality of life for individuals
[11]. Primarily, chronic emotional stress has adverse effects on health, and indirectly induces
unfavorable endocrine, neuromuscular, and autonomic changes [12]. Daily mental stress underlies
many prevalent and serious illnesses, including hypertension, strokes, heart attacks, cancer, and
more.

While the cause of acute mental stress is primarily linked to unexpected negative external
influences and life changes, the development of chronic stress is largely influenced by a person’s
personal characteristics and the inadequate functioning of their psychological adaptation mecha-
nisms. The initial step to overcoming chronic emotional stress involves an individual acknowled-
ging that they are in a state of mental overstrain. Emotions are subjective, and diagnosing them
depends on a person’s ability to accurately comprehend and articulate them. However, this ability
isn’t equally developed in all individuals [13]. Therefore, establishing a system for swiftly assessing
emotional disadaptation in everyday life holds significance in promptly diagnosing emotional
overstrain and exhaustion. Providing individuals with information about their current biological
state enables timely feedback, indicating the level of their mental stress. This feedback allows
them to temporarily alleviate this stress by engaging in physical activity or other pursuits. Special
attention is required for individuals who have limited awareness of their emotional state’s nuances.

1. Methods

The task of diagnosing a person’s psychophysiological state and the extent of emotional
disadaptation, based on the user’s physiological data, is addressed through the method of recording
emotional disadaptation using the cardiorhythmogram. This method involves employing a mobile
ECG sensor, with the sensor’s data transmitted to a mobile application. The application utilizes a
neural network algorithm that was previously trained during the calibration phase to automatically
classify cardiorhythmogram data based on the level of disadaptation (refer to Figure 1). In this
developed system, the markers for emotional disadaptation are versatile and don’t necessitate
individual calibration for each user. This holds true as long as the algorithm for classifying RR
intervals according to disadaptation levels has been pre-trained using a database containing an
ample number of distinct user records.
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Fig. 1. Diagram of the System for Recording Emotional Disadaptation Levels through Cardiorhythmogram

During the calibration phase, a database is compiled, encompassing sequences of RR
intervals derived from ECG data of distinct users. This data is concurrently collected alongside
the completion of a questionnaire containing four sets of verbal descriptors delineating emotions
based on valence (positive/negative) and activity level (tension/relaxation). These descriptors
correspond to four fundamental personal needs:

� Security,
� Independence,
� Achievement,
� Unity.

1.1. Methodology for measuring the level of emotional disadaptation. The
dynamics of the psychophysiological system are assessed using a parallel monitoring scheme
that involves tracking parameters of autonomic regulation through electrocardiogram data and
conducting tests based on a methodology for determining the level of emotional disadaptation
(UED) [14,15]. Next, we will describe the methodology in greater detail.

The method for assessing an individual’s emotional disadaptation is based on presenting
the patient with four groups of verbal characteristics that reflect various emotional states and
the degree of their expression. The analysis involves the verbal characteristics chosen by the
individual and their assessment using a point scale. This method includes the presentation of
four groups of adjectives that reflect the degree of satisfaction of four fundamental personal needs:
security, independence, achievement, and unity-closeness. To evaluate the degree of satisfaction
of the basic personal need for security, the following system of adjectives and points is employed:

� “calm, peaceful, serene” — 0 points;
� “wary, worried, excited” — 1 point;
� “anxious, frightened, frightened” — 2 points;
� “tortured, tormented, despairing” — 3 points.

To assess the degree of satisfaction of the basic personal need for independence, the
following system of adjectives and points is used:

� “lightened, liberated, liberated” — 0 points;
� “hot, indignant, angry” — 1 point;
� “preoccupied, overloaded, overstressed” — 2 points;
� “depressed, oppressed, constrained” — 3 points.

For the basic personal need of achievement, the following system of adjectives and points
is applied:

� “satisfied, joyful, proud” — 0 points;
� “motivated, inspired, inspired” — 1 point;
� “overexcited, frantic, inflated” — 2 points;
� “exhausted, devastated, indifferent” — 3 points.
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To assess the degree of satisfaction of the basic personal need for unity, the following system
of adjectives and points is used:

� “delighted, pleased, prosperous” — 0 points;
� “interested, enthusiastic, admiring” — 1 point;
� “upset, hurt, disappointed” — 2 points;
� “abandoned, lonely, sad” — 3 points.

Each basic personal need is evaluated using a circular scale divided into four equal quadrants
intersected by two perpendicular lines at a 45∘ angle to the horizontal. At each intersection of
these lines with the circle, three adjectives are placed, reflecting different degrees of satisfaction
of the basic personal need under examination. When the individual selects words that correspond
to their condition, a mark is made on the circular scale. The mark may either align with the
group of words chosen or, when two different groups of words are selected, fall on a circle or
segment between those groups.

Based on the location of this mark, the number of points scored by the individual for each
of the four basic personal needs is determined as follows: 1) If the mark is on the border between
quadrants, the higher of the two values is assigned; 2) If the mark is in the center of the circle,
it is excluded from the analysis.

Then, the average score for all four basic personal needs is calculated. The degree of
emotional maladjustment is judged based on this average score:

� 0 points: No emotional disadaptation, physiological relaxation;
� 1 point: Mild emotional disadaptation, physiological stress;
� 2 points: Moderately expressed emotional disadaptation, pathological tension;
� 3 points: Pronounced emotional disadaptation, pathological relaxation.

Telemetric measurements of the electrocardiogram were conducted using a software and
hardware complex comprising a compact wireless ECG sensor (HxM; Zephyr Technology, USA)
along with a smartphone equipped with specialized software (refer to Figure 1).

Based on the gathered data from different users or an individual user, the algorithm for
classifying the sequence of RR intervals was trained, incorporating labels denoting the user’s
degree of emotional disadaptation.

The pre-trained classification algorithm is subsequently applied to novel RR interval sequence
data to autonomously ascertain the level of disadaptation, eliminating the need for a questionnaire.

1.2. Data for constructing a classifier. In constructing the classifier, data obtained
from users’ heart rhythmograms were utilized (refer to Figure 2). Each data entry corresponded
to the level of emotional disadaptation, as determined through a questionnaire. The compiled
database encompasses a total of 2222 distinct records.

Each entry consists of a collection of files with the following content:

� rr_filter.csv — Depicts the correlation between the RR-interval value (RR_filter) and time
(in milliseconds) within the 5-minute period before the test for emotional disadaptation
level determination. This file also includes the time of test completion,

� info.csv — Contains data such as the start time of recording (𝑡𝑖𝑚𝑒), post ID (session_id),
subject identifier (person_id), age (𝑜𝑙𝑑) and the gender of the subject (𝑔𝑒𝑛𝑑𝑒𝑟),

� uad.csv — encompasses time stamps for the test’s initiation (ms_begin) and conclusion
(ms_end) measured in milliseconds from the recording’s start time), the test result indicating
varying degrees of satisfaction regarding the four fundamental personal needs—safety, indepen-
dence, achievement, unity-closeness (U1; U2; U3; U4), the subjective emotional disadaptation
level, and the average satisfaction level of the four fundamental personal needs (𝑚𝑒𝑑𝑖𝑢𝑚).
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26 09:28       26 09:29       26 09:30       26 09:31       26 09:32        26 09:33       26 09:34
time

26 10:26       26 10:27        26 10:28        26 10:29        26 10:30        26 10:31       
time

 26 17:30        26 17:31        26 17:32         26 17:33        26 17:34        26 17:35       
time

26 17:12 26 17:13 26 17:14 26 17:15 26 17:16 26 17:17 26 17:18
time

 26 17:22       26 17:23        26 17:24        26 17:25        26 17:26        26 17:27
time

class_name = 0

class_name = 1

class_name = 0

class_name = 1

class_name = 0

Fig. 2. Examples of cardiograms are provided. The yellow markers signify the interval during which the test is
conducted. The graph indicates the classification belonging to a specific class (class_name) (color online)

The time required for subjects to complete the test varied, leading to differing durations
of the recorded data. This variability could be inconvenient for the algorithms used in classifier
construction. To address this, all records were segmented into sections of 100 samples, commencing
from the end of each record. This approach was chosen as the segments coinciding with the time
of questionnaire completion were deemed the most informative. Fragments of records containing
fewer than 100 samples were disregarded.

All data were standardized and classified into two categories: records featuring an emotional
disadaptation level of 0 or 1, as determined by questionnaire results, were categorized as class
0, signifying an absence of disadaptation. Conversely, the remaining records belonged to class 1,
indicating the presence of emotional disadaptation.

1.3. Machine-learning algorithms. The subsequent algorithms were employed for
constructing the classifiers.

1. Logistic regression [16] — is a method for constructing a classifier based on linear models of
the following type: 𝑦(𝑤, 𝑥) = 𝑤0 +𝑤1𝑥1 + ...+𝑤𝑝𝑥𝑝, where 𝑦(𝑤, 𝑥) is the predicted value.
The task of training a linear classifier is to adjust the weight vector 𝑤 based on the sample
𝑋𝑚. In logistic regression, for this, the problem of empirical risk minimization is solved
with a special type of loss function: min𝑤,𝑐

1
2𝑤

𝑇𝑤 + 𝐶
∑︀𝑛

𝑖=1 log(exp(−𝑦𝑖(𝑋
𝑇
𝑖 𝑤 + 𝑐)) + 1).

To address the optimization problem, the Broyden–Fletcher–Goldfarb–Shanno algorithm
is employed.
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2. Easy ensemble [17] — the concept involves training an ensemble of classifiers, each indepen-
dently determining the classification of an object into a specific class. The ultimate decision
is reached through a voting process. This algorithm is particularly applicable to unbalanced
data. Training the classifiers involves the entire minority class along with a subset of the
majority class. The key parameters of the ensemble include the number of learners (set
to 10 in our case) and the algorithm used for training each classifier within the ensemble
(we use AdaBoost [19]).

3. Gradient boosting [18] — the concept involves amalgamating multiple weak classifiers that
rely on decision trees to form a robust classifier.

These algorithms are implemented in the Scikit-learn library [20] and the Imbalanced-learn
library [21].

2. Results
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Fig. 3. Classification results based on ROC curves
for three classification algorithms: logistic regression,
gradient boosting, and EasyEnsembleClassifier (color
online)

80% of the generated database was
utilized for training the classifiers. The
remaining 20% constituted the test sample.
During the testing phase, the records requiring
classification were segmented into segments
of 100 samples each. For each segment, the
classifier rendered a decision, and the ultimate
decision was established as the arithmetic
mean of the class label values for each
segment. Rounding was conducted according
to conventional mathematical rounding rules.

The outcomes of the classifiers construc-
ted using the aforementioned algorithms are
presented in (refer to Figure 3).

As evident from the graph above, the
classifier based on gradient boosting exhibited
the most favorable performance (refer to
Figure 4).

Fig. 4. Precision-Recall Table for Gradient Boosting Classification

2.1. Utilizing dynamic spectra for classifier construction. The drawback of em-
ploying the original rhythmogram recordings is the challenge of achieving temporal synchroniza-
tion, particularly when segmenting records. Thus, transitioning to a feature space capable of
mitigating this limitation appeared logical.

For constructing a classifier rooted in dynamic spectra, the initial signal was partitioned
into segments comprising 300 samples each. The spectrum was computed within a window of
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100 samples. By incrementing the window by 1 count and computing the spectrum anew within
the adjusted window, a spectrogram was generated (refer to Figures 5 and 6).

To construct a classifier based on spectrograms, each spectrogram is transformed into a row

vector. As our chosen classification algorithm, we opt for the well-established GradientBoosting-

Classifier.

The performance outcome of the constructed classifier surpasses that of the classifier

utilizing the original rhythmograms (refer to Figures 7 and 8).
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Conclusion

In this paper, we propose a novel method for assessing the level of emotional disadaptation

through an individual’s cardiorhythmogram. This determination occurs automatically. Informa-

tion from a portable heart sensor, affixed to an individual, is transmitted via Bluetooth to a

mobile device, where the level of emotional disadaptation is ascertained using a pre-trained

neural network algorithm. When employing a neural network algorithm, it is recommended to

utilize a classifier trained on spectrograms rather than the raw cardiorhythmogram data.
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